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• Artificial Intelligence (AI) algorithms are being explored to assist humans with difficult decisions based 
on Key Decision-Making Attributes (KDMAs). 

• Our ALIGN1 system uses Large Language Models (LLMs) to generate human-trusted medical decisions 
that align to KDMAs and provide natural language explanations for reasoning.

• One application is automating or informing triage tagging (Immediate, Expectant, Delayed, or Minimal). 
• This work evaluates the ALIGN system’s alignment with triage protocol KMDAs using a gold standard 

synthetic dataset of over 10,000 casualties, each labeled according to the START, SALT, and BCD Sieve 
triage tagging protocols.

• This work is part of DARPA’s In The Moment program.
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CONTACTS

Figure 1: Mass Casualty 
Scenario

METHODS• We used a previously generated synthetic data set created from army demographic and 
injury profiles (Figure 2)2. 

• We simulated a 1,000 casualty subset of the dataset using the Pulse Physiology Engine3 for 
15 minutes, then assessed each patient, then simulated another 45 minutes (Figure 2). 

• More details about how the synthetic dataset was generated can be found by scanning the 
QR code (Figure 3).  

Figure 2: Synthetic Data Generation

• At 15 minutes the casualty was triaged and applicable treatments were given according to 
three triage protocols (BCD Sieve, SALT, and START).  

• This was the ground truth data for comparison.
• Textual descriptions of the casualty were constructed at 15 minutes post injury, Figure 4. Figure 4: Triage Assessment Text Description Pipeline

• Both approaches produce 4 tags per casualty based on the prompts provided. 

• The LLM tags were then compared to the gold standard algorithmic tags (see QR 
code at the top for poster details) for alignment with specific tagging algorithms 
and survivability. 

• The zero-shot and few-shot approaches were also compared to assess the value of 
the In Context Learning. 

Figure 5: Large Language Model and In Context Learning Pipeline

• We use a zero-shot and a few-shot approach to test the LLM’s ability to tag 
casualties without a protocol and with each of the three protocols . 

• The zero-shot approach supplies a system prompt with no protocol 
(unaligned) or one of the protocols (aligned) and the casualty description.

• The few-shot approach uses in-context learning examples to the LLM 
through casualty descriptions, tag assignments, and explanations, along 
with each casualty in the synthetic dataset (Figure 5). 

Figure 3: Sample 
Dataset

• With few-shot prompting, aligned LLMs produced casualty tags based on simple descriptions of injuries.
• Unaligned (baseline) tagging performance was not comparable to any of the investigated triage protocols. This indicates that out-of-

the-box LLMs may have limited triage tagging capabilities.
• Future work will include increasing variability of the patient injury description to quantify the robustness of this approach.
• A potential under-representation of ground truth yellow tags for the in-context learning examples may have resulted in decreased

performance for yellow tags. Future work will explore identifying a method to select a more representative sample of in-context 
examples to further improve tagging accuracy.

• All tagging protocol-aligned LLMs improved tagging performance (Table 1) compared to 
the unaligned LLM (Table 2).

• The addition of few-shot in-context learning examples further improved performance 
across all three tagging protocols (Table 2). 

• Best alignment was achieved for the few-shot START protocol-aligned LLM (Table 2). 

RESULTS

Figure 6: Unaligned (Baseline) LLM Prediction Confusion Matrices

Figure 7: Aligned LLM Prediction Confusion Matrices (top: zero-shot, bottom: few-shot)

Table 1: Unaligned (Baseline) Performance Table 2: Aligned Performance

• Baseline LLM tag predictions trended less severe than the ground truth data, resulting in 
more green and yellow predictions than red (Figure 6).

• Few-shot improved performance across all tag categories for the START protocol (Figure 
7). While overall tagging performance improved, an increased miscategorization of 
yellow tags as red was noted for the BCD and SALT protocols.
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